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ABSTRACT

This article investigates the accuracy with which listeners can iden-
tify the spatial extent of distributed sound sources. Either the com-
plementary frequency bands comprising a source signal or the in-
dividual grains of a granular synthesis-based stimulus were dis-
tributed directly on discrete loudspeakers. Loudspeakers were ar-
ranged either on the horizontal or the vertical axis. The algorithms
were applied on white noise, an impulse train, and a rain drops
stimulus. Absolute judgments of spatial extent were obtained sep-
arately for each orientation, algorithm, and stimulus using three
different magnitudes of horizontal or vertical extent.

Horizontal spatial extent judgments varied systematically with
physical extent for all conditions in the experiment. The corre-
spondence between perceived and actual vertical extent was poor.
The time-based synthesis algorithm resulted in significantly larger
judgments of spatial extent irrespective of orientation and stimulus
compared to the frequency-based algorithm.

1. INTRODUCTION

Perceived spatial extent is a measure of the perceived spatial vol-
ume that may be occupied by an auditory event. The term was
proposed by [1] and may refer independently to width, height, and
potentially also depth. It is important to note here that although
most often in the literature the term Auditory or Apparent Source
Width (ASW) has been used to refer to the perceived horizontal
spatial extent of a sound, we use the term spatial extent here be-
cause it allows us to differentiate between spatial extent perception
along each of the three axes of the Cartesian coordinate system.
Furthermore, in the following, by spatial extent we refer exclu-
sively to the spatial extent of the perceived auditory object and not
of the sound producing object.

This study is motivated by the revived interest in algorithms
for the representation of auditory spatial extent in the last years.
This interest is justifiable if one considers that reliable represen-
tation of auditory spatial extent could be useful for both scien-
tific and artistic purposes. Concerning music for example, reli-
able representations of spatial extent could provide an extra design
parameter for composers, sound engineers, and music producers.
Concerning interactive systems, such algorithms could improve
and augment auditory representations in virtual and mixed reality
systems. Importantly, successful representation of horizontal and
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vertical extent may pave the way for representing more complex
shapes with sound, which would be vital for assistive technologies
for example. In this article, we focus on the synthesis of relatively
small spatial extents, keeping an eye on applications for which the
space to deploy loudspeakers is limited. We proceed by first re-
viewing the literature and then presenting the experiment and their
results.

Perceived spatial extent is influenced by both spatial and non-
spatial acoustical features. Non-spatial features that affect the per-
ception of spatial extent include loudness, duration, and base fre-
quency of a sound. Increased sound pressure level and duration
and lower base frequency are generally associated with larger spa-
tial extent of sound generating sources [2, 3, 4]. Furthermore, deci-
sions about the shape and size of sounding objects can be reached
on the basis of spectral cues such as the (sometimes direct) rela-
tionship between the modal frequencies of vibrating objects and
their geometric shapes and size. In experiments, above chance
identification of auditory source shape solely based on spectral
cues has been observed [5, 6, 7].

Concerning spatial factors, studies have focused on the per-
ception of horizontal spatial extent (or ASW). This increases in
reverse proportion to the interaural cross-correlation coefficient
(IACC) [8, 2, 9].

A significant number of studies investigated the horizontal spa-
tial extent of the auditory event that emeges when simultaneous un-
correlated noise sources are distributed directly to individual loud-
speakers. Linear or circular loudspeaker arrangements were tested
[10, 11, 12, 13]. It was shown that the perceived horizontal ex-
tent of such stimuli varies in proportion to the actual spatial extent
occupied by the noise sources. The perceived horizontal spatial
extent is, however, narrower than the actual spatial extent [12, 11].
Increasing the noise bandwidth or center frequency [11, 14], or
the signal duration [13] results in a wider perceived spatial extent.
Furthermore, small gaps in the loudspeaker spatial distribution are
not easily noticed while the size of large gaps is often exaggerated
[12].

In practice, decorrelation techniques for arbitrary monophonic
signals are used to recreate a similar effect. A very promising
approach works by splitting an auditory signal into a number of
unique frequency bands which are then spatialized directly on loud-
speakers or as virtual sources [10, 15, 16, 17]. Most often, signals
are decomposed in bands whose bandwidth and center frequency
correspond to the Equivalent Rectangular Bandwidth (ERB) scale
[18, 10]. The way frequency bands are mapped to spatial posi-
tions is important as it influences both the center and the spatial
extent of the perceived auditory event [10, 19]. Convincing synthe-
sis of horizontal spatial extent has been achieved by using a Hal-
ton sequence [20] to map frequency bands to fixed locations [16].
In evaluation studies, this method resulted in perceived horizontal
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spatial extent proportional to the physical extent of the distributed
sound source. Impressions ranging from a narrow focused source
to sounds completely surrounding the listener were obtained using
a circular loudspeaker array. Sound quality was however strongly
signal dependent [16]; this is a common problem in decorrelation
techniques [21, 16, 17].

Another approach, originating in electroacoustic music, is to
create spatially extended sound sources using spatialized granular
synthesis [22, 23, 24]. Granular synthesis generates sounds by
combining short signals (grains) [25, 24]. It can result in a great
variety of sounds, including those of everyday events, such as rain,
applause, etc. As grains are in general short and may be designed
to have steep attacks they can be localized well. Their potential
for spatial extent synthesis is therefore high. This hypothesis has
however not been tested experimentally.

The two aforementioned algorithms, which from here on will
be called the frequency-based and the time-based algorithm, are
in a sense complementary to each other. While in the frequency-
based algorithm, the frequency bands of a monophonic input sig-
nal are spatialized independently to yield a coherent sound, in the
time-based algorithm this is achieved by using individually spatial-
ized temporal grains. In both cases, it is envisaged that the spatial
extent of the auditory event will relate to the spatial distribution
of the grains or frequency bands comprising the source. However,
both algorithms might be sensitive to the way grains or frequen-
cies are spatialized in addition to the size and geometry of the area
within which the signal content is distributed. It is reasonable to
hypothesize that the allocation of the individual grains/frequencies
to a single auditory event may be infeasible above a certain spatial
dispersion.

The above observations motivated us to design and imple-
ment an experiment that compares the aforementioned time- and
frequency-based spatial extent synthesis algorithms on the basis of
their ability to create the impression of spatially distributed sound
sources. Our experiment investigates the synthesis of both hori-
zontally and vertically extended sound sources, with extents that
are smaller compared to the ones used in the literature. The aim
was to understand the relevance of the aforementioned synthesis
techniques for fields other than surround music production, e.g.,
for Human Computer Interaction (HCI) applications.

2. EXPERIMENT

In the experiment, participants performed absolute judgments of
perceived spatial extent in conditions that manipulated the spatial
extent synthesis algorithm, the type of stimulus used, and the ori-
entation and length of the spatial distribution of the loudspeakers
that were used to distribute the stimuli. An overview of the vari-
ables is provided in Table 1 and a photo of the experiment setting
is provided in Figure 2.

With reference to Figure 2, small, medium, and large spatial
distributions were simulated by distributing signals on 3, 7, or 11
adjacent loudspeakers respectively using either the frequency- or
the time-based algorithm. Distribution orientation was either hor-
izontal or vertical. As the experiment targeted also the percep-
tion of vertical spatial extent, we opted to use discrete loudspeak-
ers instead of phantom sources. This was done specifically be-
cause panning algorithms are known to provide weak and inaccu-
rate perception of the vertical location of elevated phantom sources
[26, 27, 28, 29].

Table 1: The independent variables in the experiment.

Factor Levels
Spatial Distribution small

medium
large

Algorithm frequency-based (FB)
time-based (TB)

Stimulus white noise
impulse train
rain drops

Orientation horizontal
vertical

2.1. Stimuli

Three different stimuli were used in the experiment. The first two
were white noise and an impulse train. These were chosen because
they represent optimal scenarios for the frequency- and time-based
algorithms, respectively. The third stimulus was designed to cre-
ate the impression of strong rain and represented a more realistic
scenario.

To create this rain drops stimulus 48 different rain drop sam-
ples were used. These were extracted from a recording of rain and
normalized to the same amplitude. Average duration was 46 ms
(standard deviation SD=18 ms) with an approximate attack time1

of 2.2 ms (SD=1.8 ms). They were combined using a typical gran-
ular synthesis algorithm that selected grains by drawing samples
from a uniform distribution. The onset of the next event relative
to the onset of the current one was sampled from a normal distri-
bution with mean M=10 ms (100 Hz) and SD=3 ms. Occasional
negative delays were mirrored around zero to positive ones. Ran-
domizing delay helped to avoid the impression of a pitched sound.
The impulse train stimulus was implemented similar to the rain
drops stimulus, but with a Dirac impulse as a grain.

While both white noise and impulse train stimuli have a flat
frequency spectrum up to half the sampling frequency, the aver-
aged spectral energy of the rain drops stimulus was concentrated
primarily in the region between 2 kHz and 7 kHz.

2.2. Algorithms

In case of the frequency-based algorithm, the condition-dependent
monophonic input signal was decomposed into frequency-bands
whose center frequency and bandwidth corresponded to the Equiv-
alent Rectangular Bandwidth (ERB) scale [30], according to the
algorithm proposed in [10] and [19]. 38 ERB-bands with center
frequencies from 142.5 Hz to 19.7 kHz were chosen. The comple-
mentary ERB-filters were implemented as rectangular windows in
the spectral domain using the short-time Fourier transform (STFT)
with an FFT size of 1024 samples. Hann-window and 75% overlap
were chosen to yield perfect reconstruction[31, p. 113].

To make sure that the ERB-bands are evenly distributed to all
active loudspeakers, and to ensure a reproducible distribution, the
output channel to which each individual ERB-band was mapped,
was chosen by using a Halton sequence [20], as proposed by [16].
In particular, a long (1000 elements) Halton sequence of base 2

1In this context the attack time was defined as the time to reach the
lowest maximum of all grain’s envelopes. The envelope of a signal was
computed as the absolute value of its discrete-time analytic signal (Hilbert
transform).
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Figure 1: Simplified block diagram of the signal chain for the gran-
ular synthesis-based stimuli (impulse train and rain drops). The
independent variables of the experiment are framed in dotted lines.
N: number of ERB-bands. M: number of output channels.

(without offset) was pre-computed. First, the resulting Halton se-
quence elements (that range between 0 and 1) were mapped to
the 11 loudspeakers of the linear loudspeaker array (counted from
left to right / top to bottom). This sequence was used to gener-
ate individual sequences for each condition. For each of those se-
quences, numbers corresponding to loudspeakers inactive for the
corresponding condition were removed. In a second step, direct
repetitions (neighboring bands in the same loudspeaker) were re-
moved from the resulting sequence and it was made sure that no
loudspeaker received more than one band than the rest to avoid
concentrating energy on one loudspeaker. The first 38 sequence
numbers of the remaining sequence were used to indicate the chan-
nels (from 1 to 11) in which the corresponding ERB-bands would
be rendered2. The signal to each loudspeaker was calculated using
3, 7, or 11 complementary filters containing the relevant frequency
bands. In all conditions, the simulated signal power difference be-
tween loudspeakers was less than 2 dBA.

In the case of the time-based algorithm, the individual grains
(Dirac impulses or rain drop samples) were simply routed to dis-
crete loudspeakers depending on the spatial distribution in each
condition. This was done during sound synthesis which provided
access to the individual grains. Each time a grain or impulse was
played from a given loudspeaker location, the location of the next
grain was selected again using a pre-defined sequence similar to
the one in the frequency-based algorithm. However, now the se-
quence lengths corresponded to the number of active loudspeakers
and each channel number was included once.3

A simplified overview of the complete signal chain for the
granular synthesis-based stimuli (impulse train and rain drops) is
illustrated in Figure 1.

When being processed by the frequency-based algorithm both
granular stimuli (rain drops and impulse train) were synthesized
as monophonic signals and a single monophonic white noise sig-
nal was used. The algorithm then did the filtering and the play-
back from the relevant channels in the same way for all stimuli.
When being processed by the time-based algorithm, each grain
(rain drop or click) of the two granular stimuli was allocated to
its corresponding channel as soon as it was generated. The white

2Small: 6,5,7,5,6,7,5,6,7,5,7,6,7,5,6,5,7,6,7,5,6,7,5,6,7,5,6,5 7,6,7,5,6,
5,7,6,7,5; Medium: 6,4,8,3,7,5,9,3,6,5,8,4,7,9,3,6,4,8,7,5,9,3,7,5,8,4,6,9,3,
6,4,8,7,5,9,3,7,5; Large: 6,3,9,2,7,5,10,1,4,8,11,1,6,4,9,2,8,5,10,7,3,11,1,
6,3,9,2,8,5,10,7,4,11,1,7,4,9,2

3Small: 6,7,5; Medium: 6,3,9,7,5,4,8; Large: 6,3,9,2,7,5,10,1,4,8,11

Figure 2: The planar loudspeaker array (left) and the experiment
setting (right).

noise stimulus was not processed by the time-based algorithm. In-
stead, each active loudspeaker depending on the condition played
statistically independent white noise. This exception served as a
control condition in the experiment. It was assigned to the time-
based algorithm to simplify the condition names in the experiment.

2.3. Apparatus

Twenty-one custom 2-inch broadband speakers and class-D ampli-
fiers were used [32], connected to Behringer ADA8000 DA con-
verters running at 44.1 kHz / 24 bit. The loudspeakers were ar-
ranged on two intersecting lines of 11 loudspeakers each, which
were aligned on the horizontal and vertical axis. The center speaker
was shared and placed at a height of 120 cm, roughly aligned with
the nose of the listeners. There was 10 cm distance between neigh-
boring membrane centers leading to a maximum distance of 1 m
between the two outmost speakers. Loudspeakers were aligned to
the direction of the listener and hidden behind a 2 by 1.5 m acous-
tically transparent projection screen4 installed 10 cm in front of
them (see Figure 2). The three different spatial distributions led to
physical extents of 25, 65, and 105 cm, or 7.2, 18.5, and 29.4 de-
grees.

Differences in distance to the listener were compensated by
loudspeaker-specific gain and delay corrections, and to protect the
loudspeakers all channels in all conditions were high-pass filtered
at 200 Hz. Equivalent Continuous Sound Level (Leq) was 55 dBA
at the listening position for all stimuli. The experiment took place
in an acoustically treated room of 4.3(w) × 6.2(l) × 3.4(h) m size,
with reverberation times between 0.15 and 0.22 s in the relevant
frequency range above 200 Hz. The direct-to-reverberant ratio
(DRR) [33] at the listening position was between 7 and 11 dB for
the individual loudspeakers.

Participants performed the experimental task using a toy gun
to indicate perceived horizontal or vertical extent. To achieve this,
infrared reflective markers were mounted on the gun and the pro-
jection screen and tracked using a NaturalPoint OptiTrack optical
motion capture system. The experiment and graphics were im-
plemented in Pure Data using the Extended View Toolkit [34] for
projection mapping.

4Gerriets OPERA® white perforated (PVC, 390 g/m2, 7 percent perfo-
ration area)
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Table 2: The results of a four-way (Stimulus × Algorithm × Spa-
tial Distribution × Orientation) repeated measures ANOVA on per-
ceived spatial extent. Non-significant main effects and interactions
(p>0.05) were omitted.

Stimulus F(2,34) = 20.749 p < 0.001
Algorithm F(1,17) = 47.679 p < 0.001
Spatial Distribution F(2,34) = 19.550 p < 0.001
Orientation F(1,17) = 16.852 p = 0.001
Algorithm × Spatial Distribution F(2,34) = 24.634 p < 0.001
Algorithm × Orientation F(1,17) = 44.511 p < 0.001
Spatial Distribution × Orientation F(2,34) = 15.171 p < 0.001
Algorithm × Spatial Distribution × Orient. F(2,34) = 18.897 p < 0.001

2.4. Procedure and Participants

Participants sat on a chair at a distance of 2 m from the loudspeaker
array. They went through the trials in a randomized order; there
was a 500 ms silence between trials, enough to reset short-term
echoic memory [35]. Each stimulus was presented continuously
until the trial was over, with a 5 ms linear fade in and fade out.
Horizontal and vertical orientation were tested in two separate trial
groups presented in a counterbalanced order. There were four rep-
etitions for each combination of algorithm, stimulus, and spatial
distribution, leading to a total of 72 stimuli for both orientations.

Participants were instructed to use the toy gun to draw a straight
line on the projection screen and to match its horizontal (or verti-
cal) spatial extent to the perceived auditory horizontal (or vertical)
spatial extent. They triggered the gun to indicate and adjust the
end points of the line and were able to perform corrections before
pressing a button on the gun to proceed to the next trial. 18 partic-
ipants (5 female, M=26.3 years, SD=5.4 years), participated and
received a small financial compensation. None of them had prior
knowledge or training in the specific task. The task was not re-
stricted in time.

2.5. Results

Perceived vs. physical spatial extent in the different conditions in
the experiment are illustrated in Figure 3. It is evident that in most
cases perceived extent was narrower in vertical compared to hor-
izontal orientation. In addition, it appears that the time-based al-
gorithm results in broader spatial extent perceptions compared to
the frequency-based algorithm. Finally, although results are sim-
ilar for the white noise and impulse train stimuli, the rain drops
stimulus appears to be perceived narrower than the other signals.

The judgments in the different conditions in the experiment
were verified to follow the normal distribution using the Lilliefors
test [36]. No outliers were detected by Grubbs’ test [37]. A four-
way (Stimulus × Algorithm × Spatial Distribution × Orientation)
repeated measures ANOVA on perceived spatial extent, as indi-
cated by the horizontal or vertical distance between selection end-
points, was used to analyze the results (see Table 2). No violations
of sphericity were observed.

2.5.1. Main effects

The main effects of Stimulus, Algorithm, Spatial Distribution, and
Orientation were significant. Pairwise t-tests showed that white
noise and impulse trains resulted in significantly broader perceived
extent in comparison to the rain drops (p<0.001). Pairwise t-tests
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Figure 3: Perceived vs. physical spatial extent in the different con-
ditions in the experiment. Error bars indicate standard error of the
mean.

showed that the small spatial distribution (3 loudspeakers) was per-
ceived to be significantly narrower than both the medium (7 loud-
speakers) and the large (11 loudspeakers) distributions and the
medium distribution narrower than the large (p<0.01). Finally,
judgments of vertical extent were significantly narrower than those
of horizontal extent, and the time-based algorithm resulted in sig-
nificantly broader judgments.

2.5.2. Algorithm and Spatial Distribution

The interaction between Algorithm and Spatial Distribution was
significant. This was because in the case of the time-based al-
gorithm, averaged over orientation and stimulus, perceived extent
was significantly different for the three spatial distributions tested
in the experiment, e.g., small was perceived as significantly nar-
rower than medium and large spatial distributions, and medium
significantly narrower than the large spatial distribution (p<0.001).
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This was not the case for the frequency-based algorithm, in which
case averaged over stimuli and orientation no statistically signifi-
cant differences in the perceived extent of different spatial distri-
butions were observed.

2.5.3. Algorithm and Orientation

The interaction between Algorithm and Orientation was signifi-
cant because in the case of the time-based algorithm, averaged over
Stimulus and Spatial Distribution, judgments of the horizontal ex-
tent were significantly wider compared to those of vertical extent
(t(17)=5.855, p<0.001), while for the frequency-based algorithm
there was no significant difference between the extent of the hori-
zontal and vertical judgments, arguably because they were narrow
in both cases.

2.5.4. Spatial Distribution and Orientation

The interaction between Spatial Distribution and Orientation was
also significant. This was because of two reasons. The first was
that when loudspeakers were arranged horizontally, perceived hor-
izontal extent was significantly influenced from the actual spatial
extent, i.e., variations in the spatial distributions resulted in signifi-
cantly different perceived spatial extent (pairwise-comparisons, at
least p<0.01). When loudspeakers were aligned vertically, how-
ever, the perceived vertical extent varied only little in response
to changes in the actual physical extent. Perceived spatial ex-
tents for the different spatial distributions were only marginally
significantly different to each other, small smaller than medium
(t(17)=−1.839, p=0.083), small smaller than large (t(17)=−1.865,
p=0.080), medium vs. large not significant. The second reason is
that for the smallest actual spatial distribution, the perceived hor-
izontal and vertical extent judgments were not different to each
other. However, perceived horizontal and vertical extent judg-
ments in the other two spatial distributions were significantly dif-
ferent to each other in the horizontal but not in the vertical orien-
tation.

2.5.5. Algorithm, Spatial Distribution, and Orientation

The three-way interaction between Algorithm, Spatial Distribu-
tion, and Orientation was also significant. This was because ir-
respective of stimulus and for spatial distributions other than the
small, the perceived spatial extent was significantly larger in the
case of the time-based spatialization for horizontally aligned stim-
uli in comparison to vertically aligned ones. This interpretation is
supported by the observation that the two-way interaction between
Orientation and Spatial Distribution was significant for the time-
based spatialization algorithm but not for the frequency-based when
analyzing the data averaged over stimuli.

3. PREDICTORS FOR APPARENT SOURCE WIDTH

For precise control of perceived spatial extent, predictors which
can be calculated on the basis of measurable signal properties are
sought. For vertical spatial extent no reliable predictors are known.
However, in the case of horizontal spatial extent, i.e., apparent
source width, interaural cross-correlation (IACC) and the lateral
energy fraction (LF) may provide acceptable results. LF is related
to IACC in the sense that a decorrelation between the two ear sig-
nals, yielding a low IACC (or high LF), could emerge on the one

hand from a spatial distribution of uncorrelated individual sound
sources, or on the other hand from room reflections [38]. On the
other hand, changes in IACC may not only result from changes
in the lateral energy arriving in the ears and may be the result of
decorrelation operations in the signals.

3.1. Lateral energy fraction (LF)

Although traditionally used to quantify spaciousness in concert
hall acoustics [8, p. 351], it was shown that the lateral energy frac-
tion could also serve as a predictor for auditory source width of
loudspeaker signals in short reverberation time environments [39].
The LF describes the ratio of the lateral energy to the total energy,
and is computed by contrasting the impulse responses measured by
an omni-directional microphone h◦ with that of a figure-eight mi-
crophone h◦◦ [40, 41]. Usually, in case of the omni-directional
microphone the first 5 ms of the impulse response are omitted
[42]. However, for phantom sources in the horizontal plane it was
shown that an adapted version, where both impulse responses start
from zero (see Equation 1), is a better predictor of auditory source
width, at least for pink noise signals [39]. Although this predictor
may appear to have limited potential for application in our data,
we include it here for completeness.

LF =

80 ms∫
0 ms

h2
◦◦ dt

80 ms∫
0 ms

h2
◦ dt

(1)

Measurements of the adapted LF for the individual loudspeak-
ers were performed with an NTi M2210 omni-directional micro-
phone and a Schoeps type CMC 5 with MK 8 capsule as a figure-
eight microphone. Both microphones were calibrated to compen-
sate sensitivity-differences. The center loudspeaker led to an LF
of 0.07, while the LF for the outmost left/right loudspeakers was
0.13. LF for the rest of the loudspeakers were obtained by linear
interpolation. As a result, the 3, 7, or 11 simultaneous loudspeak-
ers for the small, medium, or large spatial distribution led to an
overall LF of 0.08, 0.09, and 0.10, respectively. These values may
be interpreted to show a monotonically increasing LF for increas-
ing physical extent. However, their range is small compared to the
literature, e.g., [43] (0.025 compared to 0.15), and even less than
one just-noticeable difference (JND) [44]. As already suggested
by [43], it therefore appears that the LF is not a suitable predic-
tor for the apparent source width in our experiments, especially
as it is computed from impulse responses, ignoring the effects of
algorithm and stimulus type.

3.2. Interaural cross-correlation coefficient (IACC)

In previous studies, the IACC, which is the maximum of the cross-
correlation between the left and right channel of a binaural record-
ing [8], was shown to be a good predictor for perceived spatial
extent in the horizontal plane [2]. To verify this claim, binau-
ral measurements were performed with a head and torso simula-
tor (HATS, B&K type 4128C), which was placed at the listening
position. Subsequently the IACC was calculated using the record-
ings for all combinations of the independent variables Stimulus,
Algorithm, Spatial Distribution, and Orientation. While the IACC
for vertically extended sound sources was always constantly above
0.8, in horizontal orientation it varied systematically with the ap-
parent source width (see Figure 4).
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Figure 4: Apparent source width (ASW) as a function of the IACC
for the different conditions of the experiment. Error bars indicate
standard error of the mean.

It is evident in Figure 4 that the majority of the findings re-
ported earlier can be explained on the basis of the IACC algo-
rithms. In particular, larger spatial distributions led to a lower
IACC than smaller ones, and the time-based algorithm resulted
in lower IACC values and a smaller range of the values compared
to the frequency-based algorithm. Furthermore, the rain drops led
to always higher IACC than both white noise and impulse train
stimuli which produced similar values, which explains why this
was always judged to be narrower than the other two stimuli. The
correlation coefficient between IACC values for each spatial distri-
bution and the resulting perceived horizontal extent (ordinate and
abscissa in Figure 4) was calculated. In the case of the time-based
algorithm, a value of at least −0.996 was obtained when consid-
ering all three stimuli. In the case of the frequency based algo-
rithm, a value of at least −0.997 was obtained for the noise and
the rain stimuli, however the correlation for the impulse train was
poor (0.27). On a closer inspection, this relates to an unexpected
trend in the ASW value in the small spatial distribution for this
condition and stimulus combination (see also the behavioral data
in Figure 3).

Concluding, the IACC was found to be a good predictor for
perceived spatial extent in the horizontal plane, as it is highly cor-
related with the absolute judgments of perceived spatial extent.

4. DISCUSSION

The results of the experiments and the acoustic measurements al-
low certain conclusions to be made with respect to the possibility
of eliciting the perception of either vertically or horizontally ex-
tended sounds. In summary, even within the relatively small spa-
tial distributions used in this experiment, it was possible to create
the impression of horizontally extended sounds. This was not the
case for vertical extent. The algorithms used here can only par-
tially create the impression of vertical extent within the range of
spatial extents used in the experiments. Finally, irrespective of
orientation or stimulus type, the time-based algorithms resulted in
significantly larger perceptions of both horizontal and vertical ex-
tent.

4.1. Time-based algorithm

Perceived horizontal extent created by the time-based algorithm
varied systematically with the actual extent of the spatial distribu-

tion irrespective of stimulus type as evidenced by the fact that the
different horizontal extents used in the study resulted in signifi-
cantly different distributions of perceived spatial extent. Interest-
ingly, actual horizontal extent was overestimated in the perceptual
judgments, especially at the smaller actual spatial extents. In the
vertical direction, however, perceived spatial extent varied less sys-
tematically with the actual one. Although a significant increase in
the perceived vertical spatial extent with increased actual vertical
spatial extent appeared for the white noise and the Dirac impulses,
the difference was consistently significant only when comparing
the smallest with largest displacement (t(17)=3.46, p=0.003 for
white noise and t(17)=2.43, p=0.047 for impulses) and no signif-
icant differences in perceived vertical extent when using the rain
drops stimulus were observed. In addition, judgments of perceived
vertical extent underestimated actual extent by far pointing to lim-
ited applicability in real-world applications.

4.2. Frequency-based algorithm

Concerning the frequency-based algorithm, although in general
perceived horizontal extent increased in proportion to the actual
horizontal extent, as a rule judgments underestimated the actual
horizontal extent of the spatial distribution and were significantly
narrower than the ones obtained by the time-based algorithm. In
addition, the algorithm failed to represent vertically extended sound
sources. This could be attributed to the different mechanisms that
operate and determine azimuth and elevation perception. While
azimuth perception operates on the basis of interaural time dif-
ferences, spectral cues and familiarity with source spectrum are
mainly responsible for elevation perception [45, 8]. It appears
therefore that while the combination of information from frequen-
cies at different azimuths to yield the impression of coherent spa-
tially extended auditory sources provides a functional basis for the
creation of horizontally extended sources, this mechanism fails for
vertically extended sources. This may be explained by the fact
that presenting signal frequencies at different elevations destroys
the consistency with which the signal spectrum is filtered by the
outer ear to result in the perception of elevation. This is a funda-
mental problem when it comes to representing vertical extent by
distributing signal frequencies in elevation that might be difficult
to overcome.

4.3. Stimuli

Performance for the white noise and the impulse train stimulus was
similar, both for horizontally and for vertically extended sources.
The rain drops were perceived to be consistently narrower. In ad-
dition, although differences in spatial extent represented with this
stimulus were well identified in the horizontal orientation, this was
not the case in the vertical one. The aforementioned difficulties
could arguably relate to the bandwidth of the rain drops stimu-
lus, which was smaller compared to other two. The difficulties in
vertical extent perception might relate to sound design issues that
need to be investigated further, such as optimization of the grains
to yield as good localization as possible.

4.4. Sound design

An aspect worth considering further is the overestimation of the
actual spatial extent that occurred for all stimuli in the horizontal
orientation in the case of the time-based and to a lesser extent in the
case of the frequency-based algorithm. This may be attributed to
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non-spatial factors pertaining to source-size perception, that may
confound spatial extent judgments. It appears that the creation of
predetermined spatial extent impressions requires the simultane-
ous calibration of both spatial and non-spatial factors. A general
solution to provide a specific spatial extent that is applicable to all
signals may therefore be difficult to achieve and perceptual cali-
bration might be necessary in order to improve the match between
actual and perceived spatial extent.

4.5. Predictors for apparent source width

The perceived spatial extent judgments in the horizontal orienta-
tion in the experiments could be explained on the basis of the
IACC. LF values did not correlate with spatial extent measure-
ments. This could be expected as room acoustics were the same
throughout the experiment and the distance between active loud-
speakers in the experiment was small. Listeners responded there-
fore on the basis of IACC and not LF. LF may be interpreted to
indicate the contribution of the interaction between loudspeaker
positioning and room on the judgments of spatial extent. The ob-
served values show that this contribution is negligible.

4.6. Loudspeaker array design

In the experiment, adjacent loudspeakers were used to create the
impression of spatially extended sources. This may appear uneco-
nomical as an auditory source width of at least 10 degrees for a sin-
gle loudspeaker emitting noise, depending on room acoustics and
loudspeaker model has been observed [39]. Furthermore, gaps of
up to 15 degrees in noise emitting loudspeaker arrays were found
to be difficult to notice [10, 13]. The loudspeakers we have used,
however, were smaller than the ones used in the aforementioned
studies. We opted out from introducing gaps in the distribution in
order to exclude the possibility of perceptual discontinuities in the
perceived auditory event. It may however well be that the results
of this experiment could be replicated with even less loudspeakers
than used here, given appropriate calibration.

It may be worth noting that the difficulties with vertical per-
ception in the experiment may originate in the small range of spa-
tial extents used. It would therefore be interesting to replicate this
study using larger spatial distributions in vertical orientation in or-
der to understand whether the limitations observed here reflect a
limitation in the algorithms used or a limitation in the perception of
vertical extent in the auditory system. Larger spatial distributions
and listener training may be interesting factors to vary in future
experiments targeting this aspect.

4.7. Applications

Concerning the auditory representation of horizontal extent the re-
sults are very promising. Participants could differentiate well even
in response to the small spatial distributions tested here. Design-
ers may therefore start to integrate horizontally extended sounds
in virtual and mixed reality applications. It also appears that musi-
cal compositions in which the spatial extent of sounds is explicitly
manipulated will become commonplace in the future. The results
of this study show that when extents of small magnitude need to
be used, time-based extent synthesis algorithms are preferable, as
they yield larger impressions of horizontal extent. The use of gran-
ular synthesis in this context appears to be a far reaching solution
for sound and interface designers.

5. CONCLUSION

We presented a study that investigated the perception of auditory
spatial extent using two spatial extent synthesis algorithms. The
algorithms aimed to create the impression of spatially extended ob-
jects by either distributing the frequencies or the grains comprising
a sound source in space. In a controlled experiment, the ability of
the algorithms to create spatially extended sound sources as a func-
tion of Spatial Distribution, Orientation, and Stimulus type was
tested. It was found that while both algorithms were successful in
generating the impression of horizontally extended sound sources,
the time-based algorithm resulted in broader perceptions of spatial
extent irrespective of Stimulus, Orientation, or actual Spatial Dis-
tribution. Furthermore, for similar spatial distributions, judgments
of horizontal extent were significantly larger than these of verti-
cal extent. Finally, judgments of horizontal extent overestimated
the physical extent, while judgments of vertical extent underesti-
mated the physical extent. Results could be explained on the basis
of measurements of the interaural cross-correlation in the different
conditions in the experiment.
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